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Abstract— Bioinformatics is the application of information technology to the management of molecular biological data. Motif finding in 
protein sequence is one of the most crucial tasks in bioinformatics research. Motifs are identifying as overly recurring sub-patterns in 
segment of protein sequence biological data. Sequence motifs are verifying by their structural similarities or their functional roles in DNA or 
protein sequences. The generated sequence segments do not have classes or labels. Hence, unsupervised segment selection technique 
is adopted to select significant segments. In this work, K-Means clustering algorithm is applied for selecting significant segments. The K-
Means clustering algorithm is improved by implementing initial centroids selection technique instead of random centroids selection. All 
clustering segments are not being important to produce good motif patterns. Therefore Average Distance between Object and Centroid 
(ADOC) and Outlier Removal Clustering (ORC) methods are applied to select significant segments. The experimental results show that the 
K-Means with segment pruning methods perform better than the traditional K-Means algorithm by producing a larger number of high-quality 
of motif patterns.  

Index Terms— Proteins, Motif, Clustering, K-Means, ADOC, ORC, ICS.   

——————————      —————————— 

1 INTRODUCTION                                                                     
IOINFORMATICS involves the use of several different 
techniques, including Computer Science, Data Mining, 
and Computational Intelligence, to solve the problems of 

Molecular Biology. Understanding the hidden knowledge be-
tween protein structures and their sequences is an important 
task in bioinformatics research. The biological term sequence 
motif denotes a relatively small number of functionally or 
structurally conserved sequence patterns that occurs repeated-
ly in a group of related proteins [3]. Proteins are vary in struc-
tures and as well as in functions. The term “protein sequence 
motif” denotes amino-acid sequence pattern that is wide-
spread and has biological significance.  These motif patterns 
may be able to predict other proteins’ structural or functional 
areas, such as binding sites, conserved domains, and prosthet-
ic attachment site [2]. There are several databases available for 
sequence motifs but the most popular ones are PROSITE [8], 
PRINTS [1] and BLOCKS [7]. 
In this paper Protein sequences are converted into sliding se-
quence segments by applying sliding window technique on 
HSSP (Homology-derived Secondary Structure of Proteins) 
file [11]. Each sequence segment is represented by the 10×20 
matrix. Ten rows represent each position of the sliding win-
dow and twenty columns represent 20 amino acids. These 

sliding sequence segments are grouped by K-Means and seg-
ment pruning methods. The structural similarity of these 
groups is evaluated using the secondary structure information 
obtained from the DSSP (Dictionary of Secondary Structure of 
Proteins) file [15]. The results of the K-Means clustering algo-
rithm compared to K-Means clustering with segment pruning 
methods. The comparative results shows, motif patterns ob-
tained from the pruning methods are said to be efficient.  
This paper has been organized into five sections. In Section II, 
various clustering approaches used so for are mentioned in 
brief. In Section III, the experimental setup is explained. In 
Section IV, experimental results and discussion are presented. 
In section V, conclusions and further research scope are pre-
sented. 

2 CLUSTERING TECHNIQUE AND PRUNING 
METHODS 

2.1 K-Means Clustering Algorithm 

K-Means [5], [6], [12] is one of the simplest unsupervised 
learning algorithms that solve the well known clustering prob-
lem. The procedure follows a simple and easy way to classify 
a given data set through a certain number of clusters (assume 
k clusters) fixed a priori. The main idea is to define k cen-
troids, one for each cluster.  
The next step is to take each point belonging to a given data 
set and associate it to the nearest centroid. When no point is 
pending, the first step is completed and an early group is 
done. At this point, it is need to re-calculate k new centroids as 
centres of the clusters resulting from the previous step. After 
these k new centroids, a new binding has to be done between 
the same data points and the nearest new centroid. A loop has 
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been generated. As a result of this loop it may notice that the k 
centroids change their location step by step until no more 
changes are done. In other words centroids do not move any 
more. 
The K-Means algorithm is effective in producing clusters for 
many practical applications. But the computational complexity 
of the original K-Means algorithm is very high, especially for 
large Data sets. The K-Means clustering algorithm is a parti-
tioning clustering method that separates data into K groups. 
For real life problems, the effective clusters centroids cannot 
be initialized. To overcome the above drawback the current 
research focused on developing the clustering algorithms in-
stead of selecting the initial centroids randomly. The algo-
rithm is composed in the following steps:  
 
 

Algorithm 1:  K-Means Clustering Algorithm 
 

Input:  

D = {d1, d2, d3... ... dn } // Set of n data points. 

     k =Number of desired clusters 

Output:   A set of k clusters that minimizes the sum of the dis-
similarities of all the objects to their nearest centroids. 

 Methods  

1. Arbitrarily choose k data points from D as initial cen-
troids; 

2. Assign each point di to the cluster which has the clos-
est centroid 

3. Calculate the new mean for each cluster; 

4. Repeat step 2 and step 3 until convergence criteria is 
met. 

 

      

1. Advantages of K-Means Algorithm 
 
• It is easy to implement and works with any of the 

standard norms. 
• It allows straightforward parallelization. 
• It is incentive with respect to data ordering  
 

2. Drawbacks of K-Means Algorithm 
 

• The final clusters do not represent a global optimiza-
tion result but only the local one, and complete differ-
ent final clusters can arise from difference in the ini-
tial randomly chosen cluster centres. 

• We have to know how many clusters we will have at 
the first 
 

 
 

2.2 Initial Centroid Selection (ICS) Method 
 
In the K-Means clustering algorithm, the initial centroids are 
selected randomly from the given data set. The initial cen-
troids plays the main role in the clustering process, sometimes 
the algorithm produce bad clustering results due to selecting 
centroids randomly in the given data set, to avoid this prob-
lem we introduce  algorithms to select the initial centroid [14]  
for the K-Means algorithm which is given below. 
 
 

Algorithm 3: Initial Centroid Selection (ICS) method 
 
 

Steps 
 

1. Using Euclidean distance as a dissimilarity       meas-
ure, compute the distance between every pair of all 
objects as follows: 

𝒅𝒊𝒋 = �∑ (𝑿𝒊𝒂 − 𝑿𝒋𝒂)𝟐𝒑
𝒂=   𝒊 & 𝑗 = 1 … .𝑛(1) 

2. Calculate Mijto make an initial guess at the centers of 
the clusters  

 
𝑴𝒊𝒋 = 𝒅𝒊𝒋

∑ 𝒅𝒊𝒋𝒏
𝒊=𝟏

  𝒊 = 𝟏…𝒏; 𝒋 = 𝟏…𝒏                    (2) 

 
3. Calculate ∑ 𝑴𝒊𝒋

𝟐
(𝒋=𝟏….𝒏)

𝒏
𝒊=𝟏  at each object and sort them 

in ascending order.  
4. Select Kobjects having the minimum value as initial 

cluster medoids. 
 _______________________________________________________ 
 

2.3 Pruning methods 
The pruning is the method which is used to reduce the unnec-
essary data in the database. In our protein segment dataset is 
very huge so the execution time of the K-Means clustering 
algorithm is required too many hours and days so this is one 
of the problems to execute the methods with minimum time 
complexity. By reducing dataset with pruning methods the K-
Means clustering methods can able to improve the perfor-
mance and similarity structure of the protein sequence seg-
ment. 
  

2.3.1 Pruning Method-1 
 
The objective of the pruning [5] algorithm that we call Outlier 
Removal Clustering (ORC), is to produce a codebook as close 
as possible to the mean vector parameters that generated the 
original data. It consists of two consecutive stages, which are 
repeated several times. In the first stage, we perform K-Means 
algorithm until convergence, and in the second stage, we as-
sign an outlyingness factor for each vector. Factor depends on 
its distance from the cluster centroid. Then algorithm itera-
tions start, with first finding the vector with maximum dis-
tance to the partition centroid  
 

𝒅𝒎𝒂𝒙 = 𝐦𝐦𝐱��|𝒙𝒊 − 𝒄𝒊|��           (𝟑) 
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Outlyingness factors for each vector are then calculated. We 
define the outlyingness of a vector xi as follows: 
 

𝑶𝒊 =
||𝒙𝒊 − 𝑪𝒊||
𝒅𝒎𝒂𝒙

                            (𝟒) 

 
We see that all outlyingness factors of the dataset are normal-
ized to the scale [0, 1]. The greater the value, the more likely 
the vector is an outlier.  
__________________________________________________ 

 
Algorithm2: ORC (I, T) 
 
C←Run K-Means with multiple initial solutions 
For j=1 to I do 

𝒅𝒎𝒂𝒙 = 𝐦𝐦𝐦 {||𝒙𝒊 − 𝒄𝒊||} 
For I =1 to n do  

𝑶𝒊 =
||𝒙𝒊 − 𝑪𝒊||
𝒅𝒎𝒂𝒙

 

If Oi>Tthen 
X=X / {xi} 
endif 
endfor 
 
(C,P)=Kmeans(X,C) 
endfor 
 
 
The vectors for which oi> T, are defined as outliers and re-

moved from the dataset. At the end of each iteration, K-Means 
is run with previous the C as the initial codebook, so new solu-
tion will be a fine-tuned solution for the reduced dataset. By 
setting the threshold to T <1, at least one vector is removed. 
Thus, increasing the number of iterations and decreasing the 
threshold 

 

2.3.2 Pruning Method-2 
The protein segments are also reduced by the pruning meth-
od-2 techniques [4][12][13].We use the alternate pruning 
method to detect the unwanted protein segments. In this 
method the distance between each objects and its centroid is 
calculated, after that calculates the Average Distance between 
the Object and Centroid (ADOC) and the obtained value is 
fixed as target value for detecting pruning protein segments, 
this process is implemented for all clusters. If the distance be-
tween the object and centroid value is greater than ADOC 
value than the object in dataset that is detected as pruning 
object. The ADOC value is calculated by using the expression 
which is given below. 

 
𝑨𝑨𝑨𝑨 = � 𝟏

𝒏𝒊
∑ ||𝒙∑𝒑𝒊 𝒙 − 𝑽𝒊|| 𝟐 �   i = 1, 2, ..., k.        (5) 

Vi is the centroid of the ith Cluster 
X is the object in the ith Cluster 

3 EXPERIMENTAL SETUP 

In this section, we introduce experimental parameters, the 
dataset; represent the sequence segments, and distance meas-
ure. Finally we preserve Davis-Bouldin Index (DBI) and 
HSSP_BLOSUM62 measures in order to evaluate the perfor-
mance of clustering algorithms. 
  

3.1 Experimental Parameters 

In this research, there are 800 to 1300 initial clusters are chosen 
arbitrarily for the K-Means and K-Means with pruning cluster-
ing algorithms. The each cluster interval is 100. The K-Means 
and K-Means with pruning clustering algorithms are estimat-
ed to five times with different random starting points in each 
cluster interval. The result obtained by using city-block dis-
tance metric for calculating distance between segments and 
the centroid. 

3.2 Dataset 

Since the major purpose of this work is to obtain protein se-
quence motif information across protein family boundaries, 
the dataset of our work is supposed to collect all known pro-
tein sequences. However, without a systematic approach, it is 
very difficult to extract useful knowledge from an extremely 
large volume of data. The original dataset used in this work 
includes 4000 protein sequences obtained from Protein Se-
quence Culling Server (PISCES) [16]. No sequence in this da-
tabase shares more than 25% sequence identity. The frequency 
profile from the HSSP is constructed based on the alignment 
of each protein sequence from the Protein Data Bank (PDB) 
where 3000 sequences are considered homologous in the se-
quence database. 

3.3 Representation of Sequence Segment 

The sliding windows with ten successive residues are generat-
ed from protein sequences. Each window corresponds to a 
sequence segment, which is represented by a 10 × 20 matrix 
plus additional ten corresponding secondary structure infor-
mation obtained from DSSP. Ten rows represent each position 
of the sliding window and twenty columns represent 20 ami-
no acids. For the frequency profiles (HSSP) representation for 
sequence segments, each position of the matrix represents the 
frequency for a specified amino acid residue in a sequence 
position for the multiple sequence alignment. DSSP originally 
assigns the secondary structure to eight different classes. In 
this work, we convert those eight classes into three classes 
based on the following method [3]: H, G and I to H (Helices); 
B and E to E (Sheets); all others to C (Coils). 

3.4 Distance Measure 

The city block metric is more suitable for this field of study 
since it will consider every position of the frequency profile 
equally. The city block metric is used for calculating the differ-
ence between a sequence segment and the centroid of a given 
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Fig. 1. BLOSUM62 Matrix 

 

sequence cluster. Han and Baker also chose the city block met-
ric because of complications associated with the use of Euclid-
ean metric for clustering algorithms [18]. The following for-
mula is used to calculate the distance between two sequence 
segments: 

 
 

Distance = ��|𝐹𝑘(𝑖, 𝑗)−𝐹𝑐(𝑖, 𝑗)|
𝑁

𝑗=1

𝐿

𝑖=1

 

 
Where L is the window size and N is 20 which represent 20 
different amino acids. Fk (i j) is the value of the matrix at row i 
and column j used to represent the sequence segment. Fc (i,j) is 
the value of the matrix at row i and column j used to represent 
the centroid of a give sequence cluster. 
 

3.5 Davis-Bouldin Index (DBI) Measure 

 
The DBI measure [17] is a function of the inter-cluster and in-
tra-cluster distance. A good cluster result should reflect a rela-
tively large inter-cluster distance and a relatively small intra-
cluster distance. The DBI measure combines both distance in-
formation into one function, which is defined as follows: 

 
𝐷𝐷𝐷 = 1

𝑘
∑ max𝑝≠𝑞 �

𝑑𝑖𝑛𝑡𝑟𝑎 �𝐶𝑝�+𝑑𝑖𝑛𝑡𝑟𝑎 �𝐶𝑞�
𝑑𝑖𝑛𝑡𝑒𝑟�𝐶𝑝,𝐶𝑞�

�𝑘
𝑝=1  ,𝑤ℎ𝑒𝑒𝑒  

 

𝑑𝑖𝑛𝑡𝑟𝑎 �𝐶𝑝� =
∑ �𝑔𝑖 − 𝑔𝑝𝑐�
𝑛𝑝
𝑖=1

𝑛𝑝
  𝑎𝑎𝑎  𝑑𝑖𝑛𝑡𝑒𝑟�𝐶𝑝,𝐶𝑞� = �𝑔𝑝𝑐 − 𝑔𝑞𝑐� 

 
k is the total number of clusters, 𝑑𝑖𝑛𝑡𝑟𝑎  and 𝑑𝑖𝑛𝑡𝑒𝑟 denote the 

intra- cluster and inter-cluster distances respectively. 𝑛𝑝 is the 
number of members in the cluster 𝐶𝑝. The intra-cluster dis-
tance defined as the average of all pair wise distances between 
the members in cluster P and cluster P’s centroid 𝑔𝑝𝑐. The in-
ter-cluster distance of two clusters is computed by the distance 
between two clusters’ centroids. The lower DBI value indicates 
the high quality of the cluster result. 

3.6 HSSP-BLOSUM62 MEASURE 
 
BLOSUM62 [19] (Fig. 1.) is a scoring matrix based on known 
alignments of diverse Sequences. 

 
 
 
 
 
 
 
 
 
 

 
 
By using this matrix, we may access the consistency of the 

amino acids appearing in the same position of the motif in-
formation generated by our method. Because different amino 
acids appearing in the same position should be close to each 
other, the corresponding value in the BLOSUM62 matrix will 
give a positive value. Hence, the measure is defined as the 
following 

 

 

4 EXPERIMENTAL RESULTS 

 
In this work, 3000 protein sequences are extracted from the 
Protein Sequence Culling Server (PISCES) as the dataset. In 
this protein database, the percentage identity cutoff is 25%, the 
resolution cutoff is 2.2, and the R-factor cutoff is 1.0. With 
these protein sequences, sliding windows with ten consecutive 
residues are obtained. Each window contains one sequence 
segment of ten continuous positions. This sliding window ap-
proach generates 6, 60,364 segments. K-Means and K-Means 
with pruning algorithms were applied to these segments and 
they are clustered between 800 and 1300 clusters. The second-
ary structure information is used as biological evaluation cri-
teria. The higher HSSP-BLOSOM62 value indicates more sig-
nificant motif information. We also use DBI measure to identi-
fy the best cluster. The lower DBI value indicates the high 
quality of the cluster result. The results are obtained which are 
depicted in the below Table 1. 
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Fig.2. Davis Bouldin index measure chart K-Means method 
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The K-Means clustering method is executed with two Pruning 
methods are Pruning method1 and pruning method2 for 5 
iteration and varying cluster values from 800 to 1300. The DB 
index value and HSSP-BLOSOM62 Measure are obtained from 
the result which are depicted in the below Table 2 and Table 3. 
 

 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

The results in the Table 1, 2 and 3 with the Fig. 2 reveal that 
the quality of clusters improved dramatically by applying the 
Pruning technique which utilizes K-Means  In the  K-Means 
approach, the percentage of clusters with structural similarity 
increased by applying two pruning methods. The DBI meas-
ure also successfully decreased by applying K-Means with 
Pruning methods, hence  the pruning method2 improves the 
results and quality of the clusters than  pruning method1 im-
plying that our model not only generates more biologically 
meaningful results but, these results are supported by statisti-
cal/computer-science techniques. Also, the HSSP-BLOSOM62 
measurement increasing proves that the motif information is 
more consistent and meaningful. 
 
 
 
 
 

TABLE1 
COMPARISON OF HSSP-BLOSOM62 MEASURE AND 
DBI MEASURE BELONGING TO K-MEANS CLUSTERS 

WITHOUT APPLYING PRUNING METHODS 
 

 

 
Clusters 

Number of Iterations 5 
K-Means 

≤70 

& 

>60 

>70 

Without Pruning 
Method 

DB Index 
Measure 

HSSP 
BLOSOM

62 
Measure 

800 183 78 4.2431 0.7612 
900 203 89 4.2771 0.7589 

1000 212 105 4.7754 0.7400 
1100 239 119 4.3451 0.6989 
1200 274 132 4.5045 0.7008 
1300 290 142 4.4502 0.7321 

 

TABLE 2 
COMPARISON OF HSSP-BLOSOM62 MEASURE AND 
DBI MEASURE BELONGING TO K-MEANS CLUSTERS 

WITH APPLYING PRUNING METHOD1 
 

Clusters 

Number of Iterations 5 
K-Means 

≤70& 

>60 >70 

Pruning Method1   

 DB  Index 
Meas-

ure 

HSSP-
BLOSO
M62 
Meas-
ure 

 
800 180 81 4.4431 0.7734 
900 206 96 3.8451 0.7991 

1000 213 112 3.8547 0.7664 
1100 247 108 4.3547 0.7146 
1200 270 121 3.6481 0.7132 
1300 303 146 4.0085 0.7045 

 

TABLE3 
COMPARISON OF HSSP-BLOSOM62 MEASURE 

AND DBI MEASURE BELONGING TO K-MEANS CLUS-
TERS WITH APPLYING PRUNING METHOD2 

 

Clusters 

Number of Iterations 5 
K-Means 

≤70 
& 

>60 
>70 

Pruning Method2 
DB Index 

Measure 
Blosum 
Measure 

800 187 85 4.3217 0.7692 

900 213 90 4.0045 0.7679 

1000 225 109 4.6784 0.7400 
1100 264 121 4.2859 0.7004 
1200 274 132 4.1916 0.7108 

1300 287 135 4.4650 0.7358 
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From the above Fig. 3, it clearly shows that the K-Means 
approach, the percentage of clusters with structural similarity 
increased by applying two pruning methods. The pruning 
method2 perform well then pruning method1 which improve 
structural similarity, the HSSP-BLOSOM62 measure and also 
successfully increased. Hence the pruning method2 improves 
the results and quality of the clusters than pruning method1.  
The HSSP-BLOSOM62 measurement increasing proves that 
the motif information is more consistent and meaningful. 

 
3.6.1 Initial centroid selection method 
 

The K-Means clustering method is improved by initialize 
the cluster centroids by Initial Centroid Selection (ICS) method 
instead of random centroid selection method, the centroids 
selection method is explain in the section II, the K-Means clus-
tering method is executed with initial centroid selection meth-
od varying from 800 to 1300 with pruning method. The ob-
tained results and DB index values are depicted in the below 
Table 4. 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

From the above Fig. 4, it clearly shows that the K-Means ap-
proach and initial centroid selection method perform well 
then random centroids selection method which improves 
structural similarity and successfully decreasing the DB index 
measure. Hence the initial centroid selection method improves 
the results and quality of the clusters than random centroid 
selection method.  The DB index measurement decreasing 
proves that the motif information is more consistent and 
meaningful. 
 

3.6.2 Representation of Motif Patterns 

 The Table 5 to 10 illustrates six different sequence motifs gen-
erated by our method.  The following format is used for the 
representation of each motif table.  
• The first row represents the number of members belong-

ing to this motif, the secondary structural similarity and 
the averageHSSP-BLOSOM62 value. 

TABLE4 
PERFORMANCE ANALYSIS TABLE FOR INITIAL 
CENTROID SELECTION METHOD OF K-MEANS 

 

Clusters 

Number of Iterations 5 
K-Means 

≤70 
& 

>60 
>70 

Centroid Selection  
Method 

Random  
method 

(DB  Index 
Measure) 

Proposed 
Method 

(DB index 
Measure) 

800 178 84 4.4431 3.5481 
900 210 99 3.8451 3.7812 
1000 216 118 3.8547 3.6157 
1100 240 120 4.3547 3.9154 
1200 276 129 3.6481 3.7548 
1300 309 140 4.0085 4.1254 

 
 

Fig.3. HSSP-BLOSOM62 measure comparison chart for K-
Means algorithm 
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Fig.4. Performance analysis chart for K-Means by ICS method 
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• The first column stands for the position of amino acid pro-
files in each motif with window size ten. 

• The second column expresses the type of amino acid fre-
quently appearing in the given Position. If the amino acids 
are appearing with the frequency higher than 10%, they 
are indicated by upper case; if the amino acids are appear-
ing with the frequency between 8% and 10%, they are in-
dicated by lower case. 

• The third column corresponds to the hydrophobicity val-
ue, which is the summation of the Frequencies of occur-
rence of Leu, Pro, Met, Trp, Ala, Val, Phe, and Ile. 

• The fourth column indicates the value of the HSSP-
BLOSOM62 measure. 

• The last column indicates the representative secondary 
structure to the position. 

 

 

 

 

 

 

 

 

 

TABLE8 HELICES-COIL-SHEET MOTIF 

Number of segments: 840 
Structure homology: 73.3886% 
Avg. HSSP-BLOSOM62: 0.509 

# 
Noticeable 
Amino Ac-

id 
H B S 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

ArKEd 
lAr 
G 

VLIA 
RKE 
VlI 
VLI 
VLia 
VLI 
STD 

0.26 
0.42 
0.03 
0.65 
0.25 
0.77 
0.68 
0.53 
0.69 
0.27 

-0.24 
-1.28 
6.00 
0.67 
1.09 
2.19 
2.18 
0.81 
1.90 
-0.01 

H 
H 
C 
C 
E 
E 
E 
E 
E 
C 

 

TABLE7 HELIXES-COIL MOTIF 

Number of segments: 400 
Structure homology: 71.4292% 
Avg. HSSP-BLOSOM62: 0.904 

# 
Noticeable 

Amino 
Acid 

H B S 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

VL 
vL 
GA 
VLi 
STD 

vlApE 
AED 
qED 

A 
vLArke 

0.56 
0.46 
0.40 
0.54 
0.18 
0.51 
0.19 
0.12 
0.76 
0.46 

1 
1 
0 

1.87 
0.29 
-1.33 
0.35 
1.82 

4 
-0.96 

C 
C 
C 
C 
C 
H 
H 
H 
H 
H 

 

TABLE5 HYDROPHOBIC HELIXES MOTIF 

Number of segments: 785 
Structure homology: 78.2038% 
Avg. HSSP-BLOSOM62: 0.628 

# 
Noticeable 

Amino 
Acid 

H B S 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

AaSt 
Ap 

AskED 
AEd 
VLI 
aRK 

AKqE 
vA 
L 

arKE 

0.38 
0.46 
0.28 
0.38 
0.90 
0.36 
0.23 
0.55 
0.96 
0.26 

0.72 
-1 

-0.12 
-0.39 
2.38 
0.22 
0.16 
0.00 

4 
0.01 

H 
H 
H 
H 
H 
H 
H 
H 
H 
H 

 

TABLE6 HELICES MOTIF WITH CON-
SERVED A 

Number of segments: 765 
Structure homology: 76.9215% 
Avg. HSSP-BLOSOM62: 1.531 

# 
Noticeable 

Amino 
Acid 

H B S 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Ae 
A 
A 

vLiA 
Ad 
A 

vlA 
Ark 
A 
A 

0.36 
0.73 
0.71 
0.57 
0.40 
0.77 
0.52 
0.37 
0.45 
0.48 

-1 
4 
4 

0.64 
-2 
4 

-0.12 
-0.14 

4 
4 

H 
H 
H 
H 
H 
H 
H 
H 
H 
H 
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6 CONCLUSION 
In this work we have obtained the data set from the Protein 
Sequence Culling Server (PISCES). The sliding windows with 
ten successive residues were generated from protein sequenc-
es. These sequence segments of ten continuous positions were 
clustered into different groups with K-Means. We try to re-
duce unwanted segments using two effective Pruning meth-
ods. After pruning the sequence segments then the resultant 
segments are grouped using K-Means clustering with respect 
to similarity of secondary structure. The K-Means clustering 
followed with Initial Centroid Selection method is capable of 
decreasing DB index value and also increasing HSSP-
BLOSOM62 Measure by filtering outliers, and capturing better 
results.  
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